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1. INTRODUCTION
In this project, we attempt to classify the genre of
album based on its cover art. While an important
visual component, it is difficult to enunciate how
style varies from image to image as well as quantify
said difference. Hence, it would be interesting to see
if we can train models to identify major components
of certain styles of cover art and use these models to
identify the corresponding musical genre.
Use the 10 most popular genres of music on
bandcamp. These are:

• ambient
(0)

• dubstep
(1)

• folk (2)

• hiphop (3)

• jazz (4)

• metal (5)

• pop (6)

• punk (7)

• pop (6)

• rock (8)

• soul (9)

The training dataset has 8800 album covers and the
testing dataset has 1000 randomly selected album
covers. The number of albums per genre in the
training set vary between 990 and 970. The testing
set has an equal number of album covers per genre.
A sample of these is displayed in Figure 1.

Figure 1: Sample album covers for ambient,
metal, and punk respectively.

2. COLOR ANALYSIS PART 1
We use opencv to scale images to 32x32 size as
well as calculate and normalize each image’s rgb
histogram with 8 bins in each channel. We use these
to find the similarity scores between 5 randomly
selected albums in each genre, iteratively. A sample
heatmap is given in Figure 2. Ranking the color
histogram similarity shows that only metal and pop
are most similar to themselves, while ambient and
jazz are very different from themselves, indicating a
wide variance for some genres. This shows color is a
useful indicator for some genres, but certaintly some
higher level features exist that are not quite being
captured by this analysis.

Figure 2: Sample heat map of averaged
similarity scores between albums. Note that red
(higher) values mean more related, while blue
(lower) values are less related.

3. COLOR ANALYSIS PART 2
Genre Rank to itself
ambient 9
dubstep 7
folk 2
hiphop/rap 7
jazz 9
metal 1
pop 1
punk 6
rock 7
soul 7

Table 1: Ranked Distances in randomly chosen
album covers. Figure 3: Sample averaged images.

4. NEURAL NETWORK ANALYSIS
We consider two approaches of classifying with neural networks: 1) training models on our training data and
then using them to predict the test data, and also 2) implementing models that have previously done well in
classifying Imagenet data and retraining the last layer on our data. This will allow us to determine if our dataset
is rich enough to fully train a neural network as well as use some of the richness of the imagenet dataset in our
favor. Our batch size is 10 and our learning rate is 0.01 with SGD and a momentum factor of 0.9. For all the
networks used, we implement the softmax classifier with cross-entropy loss. We test several models: the first
is a custom model consisting of 2 convolutions, a MaxPool, and 3 linear layers. This model and Alexnet were
trained fully on our data, and the results are in Table 2. The custom model had an overall error of 17.6%, while
Alexnet had an overall error of 15%.

Table 2: Fully Trained, % Accuracy.

Genre Custom Alexnet
ambient 24 49
dubstep 17 0
folk 24 40
hiphop/rap 6 3
jazz 10 0
metal 44 41
pop 14 0
punk 21 0
rock 3 1
soul 13 0

Table 3: Pre-Trained, % Accuracy.

Alexnet Resnet18 Resnet34 Resnet152
19 19 22 19
15 17 13 13
24 12 19 11
11 19 6 7
11 14 7 11
38 35 47 39
16 11 9 13
19 15 15 16
7 12 6 9
13 17 12 10

Next, we used transfer learning on Alexnet, Resnet18, Resnet34, and Resnet152, all shown in Table 3. The best
Alexnet model selected had an accuracy of 18% on the testing data. What was interesting in particular about
this model in constrast to the others was that the training accuracy was usually about 49%. Resnet34 had an
accuracy of 19% overall, while Resnet18 had an overall accuracy of 17.5%. Resnet 152 (which had the highest
accuracy on Imagenet) only had an overall accuracy of 16%. Between these, it is interesting to see which genres
are consistently higher. For instance, metal is consistently at least 30%, where as rock and jazz are typically low.

CONCLUSIONS
The color histograms showed that the color content alone of the album art was generally not useful
for most genres, and many of the standard ML techniques from sk-learn more or less resulted
in classification probabilities equal to guessing. While image classification with neural nets had
some success in some genres, the overall result was poor. We are trying to classify style of an image
rather than its content. Indeed, even the humans we tested this on did not perform well. Another
concern we raised is that our dataset is not robust enough. We also believe that imposing strict genre
classification is constraining and not indicative of reality.
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